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Abstract 

 

Descripting Statistics provides methodology and tools for user-friendly presentation of 

random data. Among the summary measures that describe focal tendencies in random data, the 

mode is given the least amount of attention and it is frequently misinterpreted in many 

introductory textbooks on statistics. The purpose of the paper is to provide a formal definition of 

the mode and to show appropriate interpretation of this measure with respect to different random 

data types: qualitative and quantitative (discrete and continuous). Several cases are presented to 

exemplify this purpose. Instructional guidelines for implementing the cases, using Google 

Spreadsheet are provided.      
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WHAT IS THE MODE? 

 

 Consider a random variable, X, having probability (density) function, f(x). The mode of 

the variable, if any, is a value x
*
 that maximizes the probability function (Spiegel, 1975, p. 84, 

Letkowski, 2013, p. OC13077-2 , McClave, 2011, p. 58, Sharpie, 2010, p. 115: 

 ( ) { })(max: **
xfxfx

XDx∈
=  or None (i) 

One could refer to such a definition of the mode as a probability-distribution driven definition. In 

a way, it is a universal definition. For example, the maximum point for the Normal distribution 

(density function) is µ. Thus µ is the mode of every normally distributed random variable. It is 

interesting to note that random variables, whose probability-distribution functions have more 

than one maximum point, are sometimes referred to as bi- or multi-modal variables. For 

example, a Binomial variable, having ( )  ( )pnpn 11 +=+ , is bi-modal: Mode1= (n+1)p,  

Mode2= (n+1)p-1, (Wikipedia-Binomial, 2012). This paper categorizes multi-modal variables as 

modeless.  

 In the context of a sample, the mode is frequently defined as the value that occurs most 

frequently.  One could refer to this definition as a data driven definition. This is a narrow 

definition and it can lead to misrepresentation of the mode. In fact, many authors take an 

oversimplified approach by deriving the mode directly from the sample. Using the spreadsheet-

based counting function, CountIf(), such a mode would be defined as: 

 { }),(max),(: **
xSampleCountIfxSampleCountIfx

Samplex∈
=  or None (ii) 

Examples of direct application of this definition are shown in many textbooks, exploring 

introductory Statistics (Anderson, 2012, p. 101, Black, 2012, p. 78, Donnelly, 2012, p. 84, 

Larose , 2010, p.92, Levine, 2011, p. 100, Triola, 2007, p. 96). Important weakness of this 

approach is exposed below (see section CASE 2 - THE MODE FOR QUANTITATIVE-

DISCRETE RANDOM VARIABLES). Technically, definition (ii) is appropriate for qualitative 

random variables and for some numeric-discrete variables, featuring rather small domains.  

 Arguably, the main reason for misrepresentation of the mode derived from a sample can 

be attributed to data type and sample size effects. The following sections address this issue and 

show how to properly calculate the mode for two data types: qualitative and quantitative.  

 

CASE 1 - THE MODE FOR QUALITATIVE RANDOM VARIABLES 

 

  A qualitative random variable, Q, has a domain, DQ, that consists of nominal or ordinal 

categories, ci (i=1,2,…,m) that occur by chance. Performance-evaluation Level (Excellent, Good, 

Acceptable, Poor, Unacceptable), Color Preference (Blue, Green, Red, etc.), State of Agreement 

(Yes, No) or State of Wisdom (bright, smart, dense, brainless) are just a few examples of such 

variables. The probability-distribution function of variable Q maps each of the categories, ci, into 

probability values, pi: 

  P(Q = ci) = f(ci) = pi, i=1,2,…,m,  (iii) 

 The mode of variable Q is a category, having the highest frequency, if any. Interestingly, 

for any categorical sample, the mode can be calculated unambiguously, using either definition (i) 

or (ii): 

  ( ) { })(max:
,...,2,1

i
mi

kk cfcfc
=

=  or None  
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  ( ) { }),(max,:
,...,2,1

i
mi

kk cSampleCountIfcSampleCountifc
=

=  or None  

The two formulas are equivalent since each probability (frequency), f(ci), is calculated as the 

ratio of the category count, CountIf(Sample, ci) to the sample size, n=CountA(Sample): 

 ( )
( )
( )

mi
SampleCountA

cSampleCountIf
cf i

i ,,1,
,

L==    (iv) 

Consider a qualitative sample, consisting of instances of categories (Excellent, Good, 

Acceptable, Poor, Unacceptable): 

Excellent, Good, Excellent, Good, Acceptable, Poor, Good, Unacceptable, Good, 

Unacceptable, Excellent, Good, Poor, Acceptable, Good, Acceptable, Poor, Poor, 

Excellent, Excellent 

The sample size is 20. Grouping the sample by categories will make it easier to do the counting: 

Excellent, Excellent, Excellent, Excellent, Excellent, Good, Good, Good, Good, 

Good, Good, Acceptable, Acceptable, Acceptable, Poor, Poor, Poor, Poor, 

Unacceptable, Unacceptable 

This sample has the following frequency distribution: 

 P(Q=”Excellent”) = f(“Excellent“) = 5/20 

 P(Q=”Good”) = f(“Good “) = 6/20 

 P(Q=”Acceptable”) = f(“Acceptable “) = 3/20 

 P(Q=”Poor”) = f(“Poor “) = 4/20 

 P(Q=”Unacceptable”) = f(“Unacceptable “) = 2/20 

 

Since f(“Good “) has the highest value, 6/20, category “Good “ is an unambiguous representation 

of the sample’s mode.  

 

INSTRUCTIONAL GUIDELINES FOR QUALITATIVE DATA 

 

 Google spreadsheet (Letkowski – Qualitative Mode, 2012) shows a complete solution for a 

large sample. It also includes detail instructional documentation that students can use to explore 

the mode for any other categorical sample. Figure 1 (APPENDIX) shows the final result. 

 

 It is important to note that function Mode(), available in both Excel and Google spreadsheet, 

is unable to compute the mode for qualitative samples, except when the samples’ categories are 

expressed numerically. Thus, in order to compute the mode of a qualitative sample, using the 

Mode() function, the sample’s categories must be first mapped (one-to-one) into numbers. Next, 

the Mode() function is applied to the “numerically” expressed sample and its result is mapped 

back to the corresponding category, if any. This procedure is shown on a separate worksheet, 

“Using Mode Function”, in (Letkowski – Qualitative Mode, 2012). A fragment of this worksheet 

is also shown in Figure 2 (APPENDIX). 

 

CASE 2 - THE MODE FOR QUANTITATIVE-DISCRETE RANDOM VARIABLES 

   

 A quantitative-discrete random variable, I, has a domain, DI, of integers. DI can be a 

finite or infinite. Common examples of such variables are Binomial and Poisson. A Binomial 

variable, I(n,p), has a finite domain of nonnegative integers, DI =(0,1,2,…n). A Poisson variable, 

I(λ), has an infinite domain of nonnegative integers, DI =(0,1,2,…,∞). Probability distribution 
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functions and formulas for the mode of these variables are shown in (Wikipedia-Binomial, 2012, 

Wikipedia-Poisson, 2012).  

 Consider the following example, representing a sample of random variable ClassSize 

(Anderson, 2012, p.101): 

 32, 42, 46, 46, 54 

It is hard to apply definition (i) to determine the mode for this sample because the sample is too 

small in order to construct a meaningful frequency distribution. Thus applying definition (ii), one 

may conclude that the mode for this sample is 46.  Altogether, ClassSize=46 has the highest 

frequency. Suppose however that one has collected the following sample for the same variable: 

 8, 16, 17, 20, 21, 22, 23, 24, 25, 26, 27, 28, 32, 33, 38, 42, 46, 46, 54 

Still, according to definition (ii), the mode would be 46. However, one can question this result 

after constructing an interval-based frequency distribution: 

  (0-10]: 1 

 (10-20]: 2 

 (20-30]: 9 

 (30-40]: 3 

 (40-50]: 3 

 (50-60]: 1 

There is one value above 0 and up to 10, 2 values above 10 and up to 20, 9 values above 20 and 

up to 30, and so on. If a class is selected at random, the most likely size happens to be between 

20 and 30. Since the mode is a single value, it is assigned in this this case to the midpoint of the 

interval that has the highest frequency. Such a point is in the middle of interval (20, 30]. Thus the 

mode would be set to 25. So which one is the true mode? Is it 46 or 25? The probability criterion 

overwhelmingly points to interval (20, 30]. If someone had to make a decision about the capacity 

of the newly built classroom, most likely, he or she would not use 46 as a hint.  

 These two examples of quantitative samples show that, with respect to numeric variables, 

definition (i) and (ii) may produce different outcomes. One can also learn from the second 

example that larger samples may lead to interval-based frequency distribution for which the 

mode becomes one of the interval midpoints, if any. 

 

INSTRUCTIONAL GUIDELINES FOR QUANTITATIVE-DISCRETE DATA 

 

Google spreadsheet (Letkowski – Quantitative Mode, 2012) shows a complete solution 

for a large sample. It also includes detail instruction for constructing an interval-based 

distribution and for computing the mode.  Figure 3 shows the distribution table and calculated 

mode. 

 

CASE 3 - THE MODE FOR QUANTITATIVE-CONTINUOUS RANDOM VARIABLES 

 

 The last data type to be examined is quantitative-continuous. A continuous random 

variable, X, has a domain, DX, of real numbers. DX can be a bounded or unbounded.  

A uniformly distributed random variable is bounded by a lower limit, a, and an upper limit, b. 

Since the probability (density) function is constant, f(x) = 1/(b-a), this variable does not have any 

mode. It is a modeless variable.  

The probability distribution of an exponential random variable is given by the following function 

(Wikipedia-Exponential, 2012): 
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 ( ) 0, ≥= − xexf xλλ  (v) 

The domain of the variable is bottom-bounded and top- unbounded, X ∈[0,+∞). The highest 

value of this function occurs at x = 0. Although this value of the mode does not seem to be 

useful, it represents the neighborhood, having the highest probability. In other words, taking an 

interval of a fixed width, the one that starts at the mode (x=0) has the highest chance to return a 

random value.  

Each normally-distributed random variable is totally unbounded, X ∈(-∞,+∞). Its probability 

distribution is defined by the following bell-shaped function (Wikipedia-Normal, 2012): 

 ( ) +∞<<−∞=







 −
−

xexf

x

,
2

1
2

2

1

σ

µ

πσ
 (vi) 

This function takes on the highest value at x = µ. Thus the mode of this variable is equal to µ. In 

fact, for this and for any other symmetric distribution, if the mode exists, then the mean, median 

and mode are the same.  

It is important to note that for a continuous random variable, the mode indicates the most 

likely neighborhood but itself may never occur since for any x, P(X = x) = 0. One can also say 

that the probability function shows the highest density close to the value of the mode (if it 

exists).  

 

INSTRUCTIONAL GUIDELINES FOR QUANTITATIVE- CONTINUOUS  DATA 

 

So how does one find out the mode empirically, given a sample of values (x1,x2,…,xn) 

selected from a continuous population? Since selecting two or more identical values, from a 

continuous domain, is unlikely, determining the mode is supposed to be done by means of 

definition (i). Thus before one can identify the mode, the sample must be processed to produce a 

frequency distribution. To this end one generates interval limits (c0,c1,c2,…,cm). Typically, the 

number, m, of the intervals is expected to be close to the square root of the sample size, m ≈√n. It 

is convenient if the left limit of the first interval, c0, is slightly smaller than the sample minimum 

and the interval width, ci-1-ci, i=1,2,...,m, is slightly larger than the sample range divided by the 

number of class intervals. Excel or Google spreadsheet can easily generate the absolute 

frequency distribution, using the Frequency() function: 

 {f(c0,c1), f(c1,c2),…, f(cm-1,cm)} =Frequency(x1,x2,…,xn, c0,c1,c2,…,cm) (vii) 

Frequency() is an array function. It returns multiple values in a range of spreadsheet cells. Its 

implementation along with the necessary settings and formulas are all presented in a Google 

spreadsheet (Letkowski– Quantitative Mode, 2012).  It is based on the following quantitative-

continuous sample: 

500.4

1 

399.7

2 

328.3

8 

623.2

9 

438.0

2 

400.0

9 

255.5

7 

586.3

5 

511.9

0 

255.5

7 

434.0

0 

595.4

6 

602.8

6 

463.4

9 

511.6

3 

475.7

2 

542.7

0 

406.6

9 

368.5

2 

654.3

4 

602.9

0 

556.6

3 

570.4

0 

347.7

9 

500.5

6 

686.2

1 

495.7

0 

526.5

5 

481.0

8 

608.1

3 

532.0

5 

588.9

2 

330.8

8 

463.7

5 

443.4

2 

581.7

0 

 

As shown in Figure 3, the frequency distribution clearly shows interval (471,543] having the 

highest absolute frequency, 10. Thus the mode of this sample is the midpoint of this interval, 

507. As pointed out by (Pelosi, 2003, p. 121), a continuous sample may have the modal interval 
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rather than the modal value. A midpoint value is simply a reasonable representative of this 

interval. It is important to note that the spreadsheet function, Mode(),when applied directly to the 

sample, =Mode(x1,x2,…,xn), produces a value, 255.57, which occurs in this sample twice. 

However this value belongs to the least populated interval, (255,327], and as such should not be 

confused with the actual mode. 

 

CONCLUSIONS 

 

 The three “amigos”, mean, median and mode, are important statistical summary 

measures. With respect to the mean, one could say “show me where to compromise”. The 

median says “here is your 50/50 chance value”. Being the only controversial measure —the 

mode attempts to suggest “what to bet on”. Together, the measures are used to explain the shape 

of the probability (frequency) distribution. If the [unique] mode exists and it is equal to both 

mean and median, the distribution is perfectly symmetric. The farther the mode from the mean, 

the more skewed the distribution. The Exponential distribution is an example for an extreme 

skewness. 

 There are no problems with determining the mode for qualitative (categorical) random 

variables. Both definition (i) and definition (ii) lead to the same result. One has to be very careful 

when attempting to find out the mode for a numeric variable. Special attention must be given to 

the spreadsheet function Mode() which rarely provides the correct value. Ideally, the mode 

should be derived from the probability (frequency) distribution function. Even so the mode is 

defined as a specific point value, it is important to remember that it represents the neighborhood 

having the highest concentration of data. Again, definition (i) is the best way to determining the 

mode, if any! 
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APPENDIX 

 

 
Figure 1 Getting the mode for a qualitative sample via the frequency distribution 

(Letkowski - Qualitative, 2012). 

 

 
Figure 2 Getting the mode for a qualitative sample, using the Mode() function (Letkowski - 

Qualitative, 2012). 
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Figure 3 Getting the mode for a quantitative sample via the frequency distribution 

(Letkowski - Quantitative, 2012). 


